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ABSTRACT

Recommendation and repurchase intentions are the two most important dimensions of customer loyalty. Latent satisfaction thresholds at the individual level, if obtained, can function as an additional valid and effective criterion to satisfaction ratings in determining customer behavior. Hence, customer segmentation based on these thresholds can help firms optimize their resources to improve customer retention. This paper proposes a joint heterogeneity response model to simultaneously calibrate the individual-level recommendation and repurchase thresholds through a joint specification over the heterogeneity. We conduct a simulation study to examine the parameter recovery and model comparison between our proposed model and two competing models. We apply our model to the satisfaction survey data of automotive customers. The results outperform the other three alternative models and show more insight into uplifting customer loyalty using a segmentation scheme based on estimated recommendation and repurchase thresholds. In addition to the heterogeneous distribution of thresholds, our results uncover the effects of customer characteristics on the thresholds.
1. INTRODUCTION

It is very common in satisfaction surveys for customers with the same satisfaction rating to express different loyalty intentions. For instance, amongst customers whose satisfaction ratings are all eight, some would recommend the brand while others would not, and some intend to repurchase, while others do not. One explanation is related to stochastic aspects of behavior which cannot be observed by researchers. The other explanation is that customers may have different thresholds that are not fully captured by satisfaction ratings (Bryant and Cha 1996; Mittal and Kamakura 2001). Customers choose to recommend or repurchase only when their satisfaction ratings are higher than their recommendation or repurchase thresholds. Amongst customers, even those with the same satisfaction ratings, individuals with higher thresholds are less likely to recommend or repurchase the brand than customers with lower thresholds.

Satisfaction surveys provide firms with the satisfaction ratings of customers, but not their satisfaction thresholds. Firms do not know what level of satisfaction would lead to customer loyalty intention or behavior. However, previous research has found that customer satisfaction does not necessarily result in higher customer loyalty (Jones and Sasser 1995; Reichheld 1996). Because the focus of most firms’ satisfaction programs is on customer loyalty, it is not enough merely to know customer satisfaction levels. Instead, companies need to identify customer satisfaction thresholds and use these as indicators of the intrinsic retainability of customers (Mittal and Kamakura 2001). By obtaining individual thresholds from an existing satisfaction survey, firms can allocate resources more optimally by designing different loyalty programs for different market segments based on threshold levels.
Satisfaction thresholds are unobserved and therefore need to be estimated with a robust and advanced data analysis approach. This paper investigates simultaneously recommendation and repurchase intentions, the most frequently used multiple dimensions of customer loyalty (Andreassen 2001; Brady, Cronin, and Brand 2002; Olsen and Johnson 2003). We construct a joint heterogeneity response model to calibrate the individual-level recommendation and repurchase thresholds. To implement the estimation we use a hybrid algorithm from the Gibbs sampler and Metropolis-Hastings method for MCMC simulation. This paper compares the proposed model with two competing models and one benchmark: (1) bivariate response model, (2) separate response model, and (3) Mittal and Kamakura (2001) model. The results show that the joint heterogeneity response model performs better than the rest alternative models.

We apply our model to satisfaction survey data of automotive customers. The results show the heterogeneous distribution of the two thresholds and the effects of customer characteristics on these thresholds. This paper also finds that the segmentation of customers based on recommendation and repurchase thresholds differs significantly in response to satisfaction changes.

This paper contributes to marketing literature from the following perspectives. We develop a joint heterogeneity response model to cope with situations when regular hierarchical multivariate probit model (Chib and Greenberg 1998; Hall and Hamilton 2004; Manchanda, Ansari and Gupta 1999; Rossi, Allenby, and McCulloch 2005) can not be applied. Multivariate probit model requires at least some covariates to be different for the same individual across multiple choice categories. However, if there is only one satisfaction rating
as a covariate regardless of recommendation or repurchase response categories, the typical multivariate probit model would fail. Furthermore, our proposed model provides not only individual-specific but also category-specific parameter estimates, the latter of which can not be possibly estimated in multivariate probit models. To deal with insufficient data when there is only one observation per individual, we develop a hierarchical Bayesian (HB) method with data augmentation for the proposed joint heterogeneity model when the traditional approaches fail. The advantage of our proposed approach is shown in both simulation study and real data situations.

In addition, this paper investigates simultaneously the two satisfaction thresholds at the individual level. There is little extant research linking customer recommendation and repurchase thresholds through covariates and error terms. Finally, this paper proposes a new segmentation scheme based on the estimated thresholds rather than stated satisfaction. This segmentation approach shows different insights into the relationship between customer satisfaction and loyalty.

2. REVIEW OF RELATED LITERATURE

Recommendation Threshold vs. Repurchase Threshold

Recommendation intention and repurchase intention are two specific facets of loyalty. In the absence of theories comparing repurchase and recommendation intentions, Soderlund (2006) reveals that satisfaction does not have the same effect on repatronage intention and recommendation (word-of-mouth) intention. Previous research suggests that the impact of satisfaction on intention is related to a customer’s perceptions of the control of intent on
behavior (Soderlund and Ohman 2003). Recommendation behavior and repurchase behavior are subject to different perceptions of control by a customer. Repurchase behavior is related to spending money, while recommendation behavior is related to talking to other people. It may be easy to talk about a brand, but difficult to repurchase, especially in the case of durable goods.

**Loyal Customer Thresholds vs. Disloyal Customer Thresholds**

A few studies on the relation between satisfaction and repurchase intention have revealed that higher satisfaction does not guarantee higher repurchase rates (Jones and Sasser 1995; Reichheld 1996). According to research on automotive customers, 85–90% of customers self-report that they are satisfied, but only 30–40% of customers have repurchase intentions (Reichheld 1996). The relationship between satisfaction and intention is more complicated than is usually assumed. Customer loyalty is found to be one of several factors that moderate this relationship. Some studies (Garbarino and Johnson 1999; Mittal and Katrichis 2000) suggest that loyal customers might use a different process when evaluating satisfaction levels. Loyal customers are more relational to a particular brand and are long-term oriented, while disloyal customers are less relational and are transaction and short-term oriented (Yi and La 2004). In addition, loyal customers have a more stable satisfaction level and a higher tolerance for experience and expectation disconfirmation.

**Factors Influencing Thresholds**

Despite the huge potential for both the theoretical and practical application thereof, few studies have directly investigated the factors influencing satisfaction thresholds, with the exception of Mittal and Kamakura (2001). Their study on automotive customers finds that
consumers with different characteristics have different repurchase thresholds. The directions of characteristics’ effects on thresholds are shown in Table 1. The American Customer Satisfaction Index (ACSI), a national, cross-industry, cross-company measure of satisfaction, also shows that customers with different demographic and socioeconomic characteristics may have different satisfaction thresholds (Bryant and Cha 1996).

Table 1

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Factor(s)</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bryant and Cha (1996)</td>
<td>Demographic and socioeconomic characteristics</td>
<td>N/A</td>
</tr>
<tr>
<td>Yi and La (2004)</td>
<td>Accumulated brand knowledge</td>
<td>Negative</td>
</tr>
<tr>
<td>Soderlund (2006)</td>
<td>Pre-purchase knowledge</td>
<td>Positive</td>
</tr>
<tr>
<td>Rust and Oliver (2000)</td>
<td>Expectation</td>
<td>Positive</td>
</tr>
<tr>
<td>Mittal and Kamakura (2001)</td>
<td>Gender (Female)</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td>Education Level (Collage graduate and above)</td>
<td>Positive</td>
</tr>
<tr>
<td></td>
<td>Age (60 years or older)</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td>Variety-seeking ability</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Accumulated brand knowledge can be one of the factors negatively affecting the difference in satisfaction thresholds (Yi and La 2004). That is, brand familiarity may lead to lower thresholds. Customer pre-purchase knowledge about the product may be another factor influencing the threshold. Soderlund (2006) shows that customers with higher expertise manifest accurate links between service performance and behavioral intentions. Only when service performance is good will customers with high expertise express high levels of satisfaction and behavioral intentions. This implies that expert customers have lower tolerance to dissatisfying performance and higher thresholds than uninformed customers.

Variety-seeking tendencies have an impact on repurchase thresholds (Mittal and Kamakura 2001). Customers with higher searching ability are more likely to be cognizant of
superior alternatives. Therefore, given the same satisfaction level, they may tend to have higher thresholds than those with lesser competence.

Finally, expectations may change satisfaction thresholds. Rust and Oliver (2000) point out that a service program that exceeds customer expectations to a surprising degree will lift these expectations and make it more difficult for customers to repurchase in the future. This indicates that expectation may have a direct impact on customer repurchase thresholds. However, expectations are updated as consumers learn from experiences in the market (Johnson, Anderson, and Fornell 1995), suggesting the dynamic nature of satisfaction thresholds.

Satisfaction-Intention Linkage

Recently, satisfaction programs have once again attracted the attention of researchers and practitioners. Rather than maximizing satisfaction ratings alone, most customer satisfaction programs pay attention to the satisfaction-retention relationship (Anderson and Mittal 2000). Traditionally, the relationship between satisfaction and repurchase intention is considered to be a symmetric and linear function. For example, Ralston (1996) suggests that in the service industry, a one-unit increase in overall satisfaction results in a 6% increase in the likelihood of repurchase. However, many recent studies in various industries have found that the linkage function is asymmetric and nonlinear (Anderson, Fornell, and Lehmann 1994; Ngobo 1999; Mittal and Kamakura 2001). Generally, the nonlinear form comes from the fact that the satisfaction level has a greater impact on repurchase intention at its two extremes (very low or very high satisfaction), whereas the impact of the satisfaction level at the middle range is relatively flat. These studies also show that the satisfaction-intention linkages in
different industries or firms may exhibit deviations from the general pattern.

Combining segmentation with satisfaction-retention analysis will be useful for practitioners. This is because both the retention curve and cost of increasing the satisfaction level may vary with customer segments (Anderson and Mittal 2000). Some related studies show that retention is much more sensitive to variations in satisfaction ratings of certain customer segments than of others (Garbarino and Johnson 1999; Mittal and Kamakura 2000). In these studies, demographic variables (Mittal and Kamakura 2000) and customer type (relationship with firm) (Garbarino and Johnson 1999) are used to segment the customer base.

In this paper, we use recommendation and repurchase thresholds as the segmentation criterion to examine the differences in loyalty intention curves of various segments. Our research shows that the customers in different segments differ remarkably in response to satisfaction changes. It indicates that customers with different levels of thresholds should be treated distinctively in CRM programs.

3. MODEL DEVELOPMENT

Our goals are to estimate individual-level thresholds and the effects of customer characteristics on these thresholds from multiple response categories. We develop a joint heterogeneity response model with HB approach to simultaneously calibrate the individual-level recommendation and repurchase thresholds.

Previous research has found that demographic characteristics may influence customer self-reported satisfaction ratings (Bryant and Cha 1996; Mittal and Kamakura 2001). We
incorporate customer characteristic factors into our model to adjust the observed satisfaction ratings. Assuming the probability of customer $i$ having a recommendation intention equal to the probability of her satisfaction being greater than the recommendation threshold, we have

\[
\Pr\{ Y_{1i} = 1 \} = \Pr\{ w_{1i} > 0 \} = \Pr\{ \beta_{1i} X_i - r_{1i} + \epsilon_{1i} > 0 \},
\]

where $Y_{1i} = 1$ denotes that customer $i$ has a recommendation intention, $Y_{1i} = 0$ denotes that she has no recommendation intention, $w_{1i}$ is a latent variable, $X_i$ is the customer’s observed satisfaction level, $\beta_{1i}$ denotes the coefficient capturing the effects of stated satisfaction on recommendation, $r_{1i}$ is her unadjusted recommendation threshold, and $\epsilon_{1i}$ stands for the error term following standard normal distribution. It should be noted that, due to the identification issue, $r_{1i}$ and $\beta_{1i}$ cannot be separately identified. Hence, in the following sections, the thresholds are only referred as the relative ratio adjusted by $\beta_{1i}$.

Similarly, we can model the repurchase threshold as

\[
\Pr\{ Y_{2i} = 1 \} = \Pr\{ w_{2i} > 0 \} = \Pr\{ \beta_{2i} X_i - r_{2i} + \epsilon_{2i} > 0 \},
\]

where $Y_{2i}$ represents whether customer $i$ has a repurchase intention, $w_{2i}$ is a latent variable, $\beta_{2i}$ is the coefficient of stated satisfaction in the event of repurchase, $r_{2i}$ denotes customer $i$’s unadjusted repurchase threshold, and $\epsilon_{2i}$ represents the error term following standard normal distribution.

A second level of parameterization is developed to control the heterogeneity, where $\beta_{1i}$, $\beta_{2i}$, $r_{1i}$, and $r_{2i}$ are expressed separately as four functions of customer characteristics:

\[
\left\{ \begin{array}{l}
    r_{1i} = Z_i \Delta_1 + \eta_{1i} \\
    \beta_{1i} = Z_i \Delta_2 + \eta_{2i} \\
    r_{2i} = Z_i \Delta_3 + \eta_{3i} \\
    \beta_{2i} = Z_i \Delta_4 + \eta_{4i},
\end{array} \right.
\]
and 

\[
\begin{bmatrix}
\eta_{1i} \\
\eta_{2i} \\
\eta_{3i} \\
\eta_{4i}
\end{bmatrix} \sim \text{Multivariate Normal } (0, V), \quad V = \begin{bmatrix}
\sigma_{11}^2 & \sigma_{12}^2 & \sigma_{13}^2 & \sigma_{14}^2 \\
\sigma_{21}^2 & \sigma_{22}^2 & \sigma_{23}^2 & \sigma_{24}^2 \\
\sigma_{31}^2 & \sigma_{32}^2 & \sigma_{33}^2 & \sigma_{34}^2 \\
\sigma_{41}^2 & \sigma_{42}^2 & \sigma_{43}^2 & \sigma_{44}^2
\end{bmatrix},
\]

where \(Z_i\) is a vector of observed features and characteristics of customer \(i\), \(j\), \(j = 1, 2, 3, 4\), denotes the transposed coefficients vector corresponding to \(r_{1i}, \beta_{1i}, r_{2i}, \text{ and } \beta_{2i}\). There may exist some unobserved variables, such as satisfaction with competing products and the customer’s psychographic characteristics, affecting her recommendation and repurchase thresholds and satisfaction coefficients simultaneously. Hence, we assume that the error terms, \(\eta_{1i}\), follow a multivariate Normal \((0, V)\) distribution, where \(V\) is the covariance matrix.

Through the correlated error terms in equation (3), a joint heterogeneity response model is developed by combining equations (1), (2), and (3).

To deal with the identification issue, the classical approach (McCulloch, Polson, and Rossi 2000) fixes the first element \((1, 1)\) of the covariance matrix, \(V\), to one. In our model, the absolute value of parameters, \(\beta_{1i}, \beta_{2i}, r_{1i}, r_{2i}, \text{ and } V\), cannot be identified. However, we are interested in the relative value of those parameters due to two reasons. First, equation (1) and (2) will still hold if both \(r\) and \(\beta\) are multiplied by the same positive constant. Therefore, to keep this relationship between \(r\) and \(\beta\), we need to restrict \(\sigma_{11}^2 = \sigma_{22}^2\), and \(\sigma_{33}^2 = \sigma_{44}^2\). For interpretation and identification purpose, \(r_1 / \beta_1\) and \(r_2 / \beta_2\) are better measures than \((\beta_1 X - r_1)\) and \((\beta_2 X - r_2)\) because the ratio format can be used to compare with the observed satisfaction ratings. Second, the unobserved factors may jointly affect both \(r_1\) and \(r_2\). In order to identify this correlation between \(\eta_1\) and \(\eta_3\), we also need to restrict \(\sigma_{11}^2 = \sigma_{33}^2\). For the above reasons, the diagonal elements in the covariance matrix, \(V\), are restricted to one. Hence, this
covariance matrix is the same as its correlation matrix, D, where
\[
D = \begin{pmatrix}
1 & d_{12} & d_{13} & d_{14} \\
d_{12} & 1 & d_{23} & d_{24} \\
d_{13} & d_{23} & 1 & d_{34} \\
d_{14} & d_{24} & d_{34} & 1
\end{pmatrix}.
\]

**Competing Model I: Bivariate Response Model**

In the competing model I, based on the proposed model, we assume \( \varepsilon_{1i} \) and \( \varepsilon_{2i} \) in equation (1) and (2) to be correlated and follow a bivariate Normal distribution. That is,

\[
\begin{pmatrix}
\varepsilon_{1i} \\
\varepsilon_{2i}
\end{pmatrix} \sim \text{Bivariate Normal} \ (0, \Sigma),
\]

where \( \Sigma \) is the covariance matrix. Following the approach in dealing with identification issue by Chib and Greenberg (1998), we restrict \( \Sigma \) to equal to its correlation matrix, denoted as

\[
\Psi = \begin{pmatrix}
1 & \rho \\
\rho & 1
\end{pmatrix}, \text{ where } \rho \text{ is the correlation between the two error terms.}
\]

**Competing Model II: Separate Response Model**

In the competing model II, we assume the recommendation and repurchase intentions to be independent. That is, for the recommendation model, we have

\[
\begin{align*}
\Pr\{ Y_{1i} = 1 \} &= \Pr\{ w_{1i} > 0 \} = \Pr\{ \beta_{1i} X_i - r_{1i} + \varepsilon_{1i} > 0 \}, \\
\begin{cases}
r_{1i} = Z_i \Delta_{1i} + \eta_{1i} \\
\beta_{1i} = Z_i \Delta_{2i} + \eta_{2i}
\end{cases}
\end{align*}
\]

and \( \begin{pmatrix} \eta_{1i} \\ \eta_{2i} \end{pmatrix} \sim \text{Multivariate Normal} \ (0, \ V) \). To deal with identification issue, we restrict \( V \) to equal to its correlation matrix. The repurchase model is specified similarly.

**Benchmark: Mittal and Kamakura (2001) Model**

For the benchmark, we choose Mittal and Kamakura (2001) model, which represents an extant approach in estimating the effects of customer characteristics on repurchase behavior and repurchase threshold. That is,
\[
\Pr\{Y_i=1\} = \Pr\{\theta_0 X_i + \sum_{k=1}^{K} \theta_k z_{ik} X_i - \gamma_0 - \sum_{k=1}^{K} \gamma_k z_{ik} + \varepsilon_i > 0\},
\]

where \(\theta_0, \theta_1, \ldots, \theta_K, \gamma_0, \gamma_1, \ldots, \gamma_K\) are model parameters, \(K\) is the number of customer characteristics, \(z_{ik}\) represents the \(k^{th}\) characteristics of customer \(i\), and \(\varepsilon_i\) is the error term following normal distribution. The first two components of the left part in the inequality equation represent the adjusted satisfaction, while the third and fourth components represent the repurchase threshold. We use the above specification to estimate separately the recommendation and repurchase threshold.

### 4. MODEL ESTIMATION

**Identification Issue**

The proposed model is difficult to estimate because the likelihood function cannot be identified by conventional methods with just one observation per respondent. For example, the error terms, \(\varepsilon_i\) and \(\eta_i\), in the first level and second level of our model cannot be distinguished with MLE methods. However, this identification problem can be circumvented by applying the hierarchical Bayesian method with MCMC approach, which makes draws from a sequence of conditional distributions. Especially, in estimating individual level parameters, HB random effects models do not require that individual level covariate matrices be of full rank (Lenk et al. 1996). When the number of observations per subject is less than the number of parameters per subject, the traditional methods such as MLE would have the problem of near-singular Hessian because they depend on asymptotic assumption. The details of HB method with MCMC algorithms are given in the Appendix.
Simulation

This section presents a simulation study to investigate the recovery of model parameters and to conduct model comparisons. With pre-fixed parameter values, the simulated data are generated according to equation (1) – (3). We gradually increase the sample size \( n \) (50, 100, 500, 1000, 1500) to create five sets of data. For each set of data, we compare the LML criterion for three HB models: (1) joint heterogeneity response model (proposed model), (2) bivariate response model (competing model I), and (3) separate response model (competing model II). The number of iterations is 3000 for all five sets of data with the three models. The comparison results, as shown in Table 2, suggest that the joint heterogeneity model significantly outperforms the other two competing models in terms of log marginal likelihood (LML).

<table>
<thead>
<tr>
<th>Models</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
</tr>
</tbody>
</table>

Next we examine whether the parameters can be accurately identified and recovered with our proposed model. The true parameters in \( D \) matrix are randomly fixed as \( d_{12} = -0.2, d_{13} = -0.4, d_{14} = 0.1, d_{23} = 0.3, d_{24} = 0.2, \) and \( d_{34} = 0.2 \). And those true parameters in \( \Delta \) matrix are randomly fixed as

\[
\Delta = \begin{bmatrix}
-0.33 & -0.17 & 0.50 \\
0.25 & 0.50 & -0.25 \\
0.50 & 0.25 & -0.25 \\
0.17 & 0.50 & 0.33
\end{bmatrix}.
\]

We use diffuse and uninformative prior specifications. The chain for the MCMC is run
for a total of 10,000 observations. To reduce serial correlation between parameter draws, we keep every other draw. The first half of the draws is discarded as adaptive burn-in period. The subsequent 2500 draws are kept for inference using summary statistics such as posterior means. The recovery results of parameters are reported in Table 3.

Table 3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True value</th>
<th>Estimated value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Δ</td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>δ_{11}</td>
<td>-0.33</td>
<td>-0.34</td>
</tr>
<tr>
<td>δ_{12}</td>
<td>-0.17</td>
<td>-0.15</td>
</tr>
<tr>
<td>δ_{13}</td>
<td>0.50</td>
<td>0.52</td>
</tr>
<tr>
<td>δ_{21}</td>
<td>0.25</td>
<td>0.24</td>
</tr>
<tr>
<td>δ_{22}</td>
<td>0.50</td>
<td>0.53</td>
</tr>
<tr>
<td>δ_{23}</td>
<td>-0.25</td>
<td>-0.22</td>
</tr>
<tr>
<td>δ_{31}</td>
<td>0.50</td>
<td>0.49</td>
</tr>
<tr>
<td>δ_{32}</td>
<td>0.25</td>
<td>0.24</td>
</tr>
<tr>
<td>δ_{33}</td>
<td>-0.25</td>
<td>-0.27</td>
</tr>
<tr>
<td>δ_{41}</td>
<td>0.17</td>
<td>0.14</td>
</tr>
<tr>
<td>δ_{42}</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>δ_{43}</td>
<td>0.33</td>
<td>0.35</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>d_{12}</td>
<td>-0.2</td>
<td>-0.32</td>
</tr>
<tr>
<td>d_{14}</td>
<td>-0.4</td>
<td>-0.58</td>
</tr>
<tr>
<td>d_{14}</td>
<td>0.1</td>
<td>0.21</td>
</tr>
<tr>
<td>d_{23}</td>
<td>0.3</td>
<td>0.21</td>
</tr>
<tr>
<td>d_{24}</td>
<td>0.2</td>
<td>-0.07</td>
</tr>
<tr>
<td>d_{44}</td>
<td>0.2</td>
<td>0.26</td>
</tr>
</tbody>
</table>

5. EMPIRICAL APPLICATION

Data and Variable Description

The data is taken from a satisfaction survey conducted in China by an international automotive firm. A total of 1433 customers from the firm’s customer base were randomly sampled and surveyed about their satisfaction with respect to vehicle manufacture. As for
loyalty intentions, the respondents were first asked whether they would like to recommend their vehicles, followed by repurchase intentions. Variables measured in this survey were taken from three sections: (1) overall satisfaction with the vehicle manufacture, (2) recommendation and repurchase intentions, and (3) customer characteristics.

The satisfaction variable was measured on a ten-point scale. The numeric scale corresponds to semantic scale (1 and 2 = “very dissatisfied”; 3 and 4 = “somewhat dissatisfied”; 5 and 6 = “neither satisfied nor dissatisfied”; 7 and 8 = “somewhat satisfied”; 9 and 10 = “very satisfied”). Recommendation and repurchase intentions were measured by a dummy variable (0 = “unlikely,” and 1 = “likely”). Customer characteristic variables include ownership duration (equal to or less than one year, or more than one year), car model (P or S), type of previous car (middle or higher, low, or none), ownership (company or privately owned), area of residence, gender, age, education, and occupation. Among these variables, age and satisfaction rating are treated as continuous variables, while the rest are coded as dummy variables. The comparison of descriptive statistics with the firm’s customers who did not participate in the survey indicates that the sample is representative of the customer base.

Table 4

<table>
<thead>
<tr>
<th></th>
<th>Repurchase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommendation</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>576</td>
</tr>
<tr>
<td>1</td>
<td>428</td>
</tr>
<tr>
<td>Total</td>
<td>1004</td>
</tr>
</tbody>
</table>

Phi for the two dichotomous variables is 0.469 which is significant at 0.01 level.

The cross tabulation results for recommendation and repurchase intentions are shown in Table 4. Similar to a Pearsonian correlation, the correlation coefficient, Phi, for the two
dichotomous variables, is 0.469 which is significant at the 0.01 level. Figure 1 shows some descriptive statistics for satisfaction ratings. The left of Figure 1 gives the distribution of satisfaction ratings. The average satisfaction rating is 7.611 with a standard deviation of 1.349. Compared with data from other satisfaction surveys conducted by the same automotive firm, this distribution is well-balanced. We also examine the probabilities of recommendation and repurchase intentions across groups with different satisfaction ratings (the right of Figure 1). The results show that on average the probabilities of recommendation and repurchase intentions increase with an increment in satisfaction ratings. In addition, the probability of recommendation intention is always greater than that of repurchase intention within each satisfaction level. These descriptive results are intuitive and indicate that the rationality of this empirical data is acceptable.

Figure 1
DESCRIPTIVE STATISTICS FOR SATISFACTION RATINGS

Model Specification and Comparison

The empirical estimation is developed based on the bayesm (Rossi and McCulloch 2008), MASS (Venables and Ripley 2002), vtnorm (Genz, Bretz, and Hothorn 2008), and msm
packages with the R programming language (R Development Core Team 2008). We use diffuse and uninformative specifications for the priors. The MCMC is run for a total of 20,000 draws. We obtain 4,000 draws by keeping every fifth draw to reduce serial correlation between draws. The first 1,500 draws are discarded as part of the burn-in period and the subsequent 2,500 draws are kept for estimation inference.

We consider four candidates for model comparison: (1) joint heterogeneity response model, (2) bivariate response model, (3) separate response model, and (4) Mittal and Kamakura (2001) model. Table 5 shows that the joint heterogeneity response model provides the best in-sample fit in terms of LML, AIC, and BIC criterion.

Table 5

<table>
<thead>
<tr>
<th>Model</th>
<th>LML</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Joint heterogeneity response</td>
<td>-146.719</td>
<td>441.438</td>
<td>831.235</td>
</tr>
<tr>
<td>2. Bivariate response</td>
<td>-266.731</td>
<td>683.463</td>
<td>1078.527</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th>Model</th>
<th>Hit Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recommendation</td>
</tr>
<tr>
<td>1. Joint heterogeneity response</td>
<td>.60</td>
</tr>
<tr>
<td>2. Bivariate response</td>
<td>.59</td>
</tr>
<tr>
<td>3. Separate response</td>
<td>.58</td>
</tr>
<tr>
<td>4. Mittal and Kamakura (2001)</td>
<td>.60</td>
</tr>
</tbody>
</table>

Furthermore, in order to examine the external validity and the predictability of the models, we randomly select half of the data for model calibration and use the rest for model validation. The out-of-sample prediction is measured by hit rate, as shown in Table 6. For
recommendation prediction, our proposed model and Mittal and Kamakura (2001) model are slightly better than the other two. For the repurchase intention, the first three HB response models predict much more accurately than the Mittal and Kamakura (2001) model.

*How are Thresholds Distributed Heterogeneously across Customers?*

Using the joint heterogeneity response model, we estimate each individual’s recommendation and repurchase thresholds. The polarized posterior distributions of the two thresholds are depicted visually in Figure 2. The shaded bars represent those threshold values outside the satisfaction rating range between 1 and 10. The recommendation thresholds for 39.6% of total customers are lower than one, suggesting they have recommendation intentions regardless of their stated satisfaction levels. However, there are only 13.7% of the total customers whose repurchase thresholds are lower than one.

*Figure 2*

**POSTERIOR DISTRIBUTION OF THRESHOLDS**

![Recommendation and Repurchase Threshold Distributions](image)

Interestingly, there are also a large proportion of customers with thresholds higher than 10, implying they are not likely to recommend or repurchase no matter how high their stated
satisfaction levels are. This indicates that for a large proportion of customers, their loyal intentions are independent of their satisfaction. This result supports the argument from some other studies that satisfaction cannot predict recommendation or repurchase intentions for some customers (Lin, Wang, and Hsieh 2003; Yi and La 2004).

The scatter plots for thresholds are shown in Figure 3. Excluding extreme values, the left shows the scatter for thresholds ranging from -10 to 30. We observe three segments: (1) low recommendation and low repurchase thresholds, (2) high recommendation and high repurchase thresholds, and (3) low recommendation but high repurchase thresholds. The right one zooms in the left scatter and shows the thresholds ranging from -1 to 12, suggesting on average the repurchase thresholds are higher than recommendation thresholds in this range.

Figure 3
SCATTER PLOTS OF THRESHOLDS

How do Customer Characteristics Affect Recommendation and Repurchase Thresholds?

The regression coefficients, $\Delta$, of the second level model in equation (3), capture the threshold differences explained by customer characteristics. Table 7 gives the posterior mean
of these coefficients for the proposed model. Several coefficients are statistically significant.

Table 7

<table>
<thead>
<tr>
<th>Variable</th>
<th>Recommendation threshold</th>
<th>Repurchase threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficients ($\Delta_1$) for $r_1$</td>
<td>Coefficients ($\Delta_2$) for $\beta_1$</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.209[0.877]</td>
<td><strong>0.434</strong>*[0.106]</td>
</tr>
<tr>
<td>Ownership Duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than one year</td>
<td>-0.658[0.493]</td>
<td><strong>-0.412</strong>*[0.138]</td>
</tr>
<tr>
<td>Car Model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.614[0.807]</td>
<td>-0.104[0.167]</td>
</tr>
<tr>
<td>Type of Previous Car</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low-end</td>
<td>-2.110[1.528]</td>
<td>-0.320[0.245]</td>
</tr>
<tr>
<td>None</td>
<td>0.412[0.786]</td>
<td>0.218[0.130]</td>
</tr>
<tr>
<td>Ownership</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Company owned</td>
<td><strong>-5.316</strong>*[1.616]</td>
<td>-0.567[0.321]</td>
</tr>
<tr>
<td>Area of Residence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South</td>
<td><strong>2.425</strong>*[0.618]</td>
<td>0.043[0.156]</td>
</tr>
<tr>
<td>West</td>
<td>-1.197[0.864]</td>
<td>-0.295[0.168]</td>
</tr>
<tr>
<td>North</td>
<td>-1.446[0.993]</td>
<td>0.046[0.200]</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td><strong>1.556</strong>*[0.411]</td>
<td>-0.001[0.143]</td>
</tr>
<tr>
<td>Age</td>
<td>-0.123[0.063]</td>
<td>-0.004[0.012]</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College or higher</td>
<td>1.029[0.837]</td>
<td>0.225[0.145]</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-employer</td>
<td>-1.834[0.968]</td>
<td>-0.035[0.231]</td>
</tr>
<tr>
<td>Technician</td>
<td><strong>-2.326</strong>*[0.889]</td>
<td>-0.068[0.207]</td>
</tr>
<tr>
<td>Personnel</td>
<td>-0.145[1.172]</td>
<td>-0.196[0.284]</td>
</tr>
<tr>
<td>Other</td>
<td>1.852[2.262]</td>
<td>0.407[0.359]</td>
</tr>
</tbody>
</table>

The number inside [ ] is the posterior standard deviation. *Significant at 0.05 level.

As for ownership duration, the coefficient for $\beta_1$ (-0.412, s.d.=0.138) are significant, while that for $r_1$ are insignificant. This indicates that, compared to customers who have bought the car for more than one year, the recent buyers have lower recommendation threshold. Recall that a lower threshold implies a higher level of tolerance, and a higher likelihood to make recommendations. Therefore, the word of mouth effects are more likely to
come from those new buyers. This also implies that there may exist the time-varying endowment effects among car buyers.

The type of ownership shows significant impact on recommendation thresholds. The coefficient of company-ownership for $r_1 (-5.316, \text{s.d.}=1.616)$ are significant, while that for $\beta_1$ are insignificant. This suggests that the respondents tend to have lower recommendation thresholds if the car is company-owned than private-owned. The customers are usually more tolerant if the car does not belong to them. Meanwhile, the type of ownership shows insignificant effects on repurchase thresholds. This is probably due to the fact that most respondents are more cautious and prudent for repurchase decisions. In addition, respondents who drive the company car may only consider repurchasing for themselves when asked about their repurchase intentions.

Gender effects on repurchase thresholds have been reported by previous studies (Mittal and Kamakura, 2001). Our significant coefficient for gender on $r_2 (-1.662, \text{s.d.}=0.529)$ and insignificant coefficient on $\beta_2$ indicates that women are more likely to repurchase than men. However, the coefficients on $r_1$ and $\beta_1$ show that, for the same level of reported satisfaction, men are more likely to make recommendations than women.

The impacts of a few other factors on the two thresholds are also observed. For example, with the same level of reported satisfaction, older customers have higher repurchase thresholds (the coefficient on $r_2$ is 0.136 with s.d. of 0.032, and that on $\beta_2$ is 0.049, with s.d. of 0.022.) than younger customers. This result is different from Mittal and Kamakura (2001) probably due to two reasons. First, age is a continuous variable in our data, but a dichotomous variable in their data. Second, unlike developed countries where Mittal and
Kamakura (2001) collected their data, there are few drivers over the age of 60 in China. This implies that, for this automotive firm, the older customers show lower levels of intrinsic retainability than the younger. However, age displays no significant effects on the recommendation thresholds. Likewise, the effects on thresholds from some other customer characteristics such as occupation, area of residence, and type of previous car are observed.

The unobserved customer characteristics may also affect the thresholds through their joint effects on $r$ and $\beta$. Table 8 shows the posterior estimation results of the correlation matrix $D$. For example, the correlation coefficient $d_{24}$ captures the positive correlation of unobserved characteristics on the two satisfaction coefficient $\beta_1$ and $\beta_2$. Similarly, $d_{12}$ captures the negative correlation on coefficient $r_1$ and $\beta_1$.

Table 8

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th></th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{12}$</td>
<td>-0.681*</td>
<td>0.095</td>
<td>$d_{34}$</td>
<td>0.151</td>
<td>0.578</td>
</tr>
<tr>
<td>$d_{23}$</td>
<td>0.046</td>
<td>0.415</td>
<td>$d_{14}$</td>
<td>-0.858*</td>
<td>0.117</td>
</tr>
<tr>
<td>$d_{24}$</td>
<td>0.690*</td>
<td>0.084</td>
<td>$d_{13}$</td>
<td>-0.185</td>
<td>0.537</td>
</tr>
</tbody>
</table>

*Significant at 0.05 level.

**Does Satisfaction-Intention Linkage Vary with Different Levels of Thresholds?**

The above results have shown the heterogeneity of recommendation and repurchase thresholds across customers. A large proportion of customers has repurchase thresholds higher than 10, implying their irresponsiveness to satisfaction changes. For customers with high thresholds, how are satisfaction and intention linked? Does satisfaction-intention linkage vary with customers who have different levels of thresholds? To answer these questions, we next examine the satisfaction-intention linkages for different customer segments based on thresholds.
Based on our estimated individual-level repurchase thresholds, customers are segmented into three groups with high (greater than 10), medium (between 1 and 10), and low (smaller than 1) thresholds. The relationship between satisfaction level (in semantic scale) and repurchase intention for different segments is illustrated in Figure 4. Line 0 depicts the satisfaction-intention linkage for all customers. This shows that with an increase in satisfaction level, average customers become more likely to repurchase. It is commonly assumed that customer repurchase intentions are always sensitive to satisfaction. However, Line 1 denotes that the repurchase intentions of high-threshold customers are indifferent to satisfaction improvement. Failure to consider segment specific differences may lead firms to overestimate the impact of satisfaction improvement for high-threshold customers (44.5% of all customers).
Line 2 represents the satisfaction-intention curve for customers with medium repurchase thresholds. For this segment (41.8% of the total), customer repurchase intentions are sensitive to satisfaction levels. As satisfaction improves from “neither satisfied nor dissatisfied” to “very satisfied”, the percentage of customers with repurchase intention increases dramatically, suggesting a completely different pattern from that obtained for all customers. Without considering segment specific differences, firms may underestimate the impact of changes in satisfaction level from middle level to “very satisfied”. This result implies that, in order to improve retention effectively, firms should focus on the “neither satisfied nor dissatisfied” customers with medium threshold.

Unlike Line 0 for all customers, Line 3 is a straight line, describing the satisfaction-intention relationship for those customers with low repurchase thresholds. Separating this segment (13.7% of all customers) can help firms to identify their loyal customers whose repurchase intentions do not decline when satisfaction level drops.

Similarly, the relationship between satisfaction and recommendation intention is decomposed into three segments based on recommendation thresholds. Figure 5 shows the differences among different segments of customers. After separating low threshold customers from high threshold customers, Line 2 denotes the satisfaction-intention curve for customers with medium recommendation thresholds. For this segment (23.2% of the total), customer recommendation intentions jump considerably with satisfaction levels changing from “somewhat dissatisfied” to “neither satisfied nor dissatisfied”. Those “somewhat dissatisfied” customers in this segment are more likely to recommend this brand to other people when their satisfactions are only incrementally improved. Without taking into account of this
segment-specific difference, firms may underestimate the seriousness of having customers who are only “somewhat dissatisfied”.

**Figure 5**

**SATISFACTION-RECOMMENDATION RELATIONSHIP BY SEGMENT**

7. **CONCLUSIONS**

This paper develops a joint heterogeneous response model with HB estimation approach to simultaneously calibrate the individual-level recommendation and repurchase thresholds. It is important for firms to identify customers with different levels of intrinsic retainability, using repurchase thresholds as an indicator. Having obtained individual-level recommendation and repurchase thresholds from satisfaction surveys, firms can allocate resources more optimally and design different loyalty programs for different customer segments based on estimated thresholds.
We conduct a simulation study to examine the proposed model in terms of parameter recovery and model comparison. In the empirical part, we apply our model to the satisfaction survey data in automotive industry. The results show that the joint heterogeneity model outperforms the other three alternative models in terms of both in-sample fit and out-sample prediction.

We find that recommendation and repurchase thresholds are heterogeneously distributed across customers. Some customer characteristics show different effects on recommendation and repurchase thresholds. In addition, our results demonstrate that the nature of satisfaction-intention relationships vary across customers with different levels of satisfaction thresholds. Segmentation based on recommendation and repurchase thresholds provides additional insight into how to improve loyalty programs.

Our approach can easily be modified to jointly evaluate other duple responses. For example, loyalty intention and actual behavior can be jointly modeled. Two major response categories (complaining and returning) with dissatisfied products can also be jointly modeled with our approach.

One of the limitations of this study lies in the unavailability of empirical data on actual customer behavior. Thus, conclusions from this paper are drawn on the basis of customers’ stated intentions rather than actual loyalty behavior. Due to the intention-behavior discrepancy in satisfaction studies (Mittal and Kamakura 2001; Chandon, Morwitz, and Reinartz 2005), modeling both intention and behavior thresholds is an important extension to this research. In addition, although intention is an emphasis of customer loyalty, firms may ultimately be interested in behavior and not just intentions. It would be valuable to go one
step further to examine the variation of satisfaction-behavior linkage based on behavior thresholds.

Because satisfaction thresholds are latent indicators, research on the mechanism for the formation of thresholds is missing. Although the difference in thresholds based on some customer characteristics has been observed, we do not have a clear understanding of the underlying process. Consequently, it is unknown how to reduce customer thresholds effectively. However, estimating thresholds explicitly is the first step in this research direction. To solve the above research issues, more future studies in different industries and other research fields are needed to extend and advance the research on satisfaction thresholds.
APPENDIX: ESTIMATION ALGORITHMS

The proposed joint heterogeneity response model is estimated by a hierarchical Bayesian method with a two-level structure. As for model calibration, extending the frameworks of Bayesian multivariate probit models (Chib and Greenberg, 1998; Manchanda, Ansari, and Gupta, 1999; Rossi, Allenby and McCulloch, 2005), we employ a hybrid algorithm based on the Gibbs sampler and Metropolis-Hastings algorithm to implement the estimation.

Prior Specification

Following standard practice in Bayesian modeling, the prior distributions of parameters $\Delta$ and $V$ are specified as

$$\text{vec}(\Delta) \sim \text{Multivariate Normal} \left( \text{vec}(\bar{\Delta}), V \otimes A^{-1} \right), \text{ and}$$

$$V \sim \text{Inverted Wishart}(\nu, V_0),$$

where $A^{-1}$ is a diagonal matrix, and $V$ follows the Inverted Wishart distribution.

Posterior Simulation Algorithm

In the Bayesian paradigm, with the specification of priors, the conditional distributions of parameters and the likelihood of the data given the parameters are considered sequentially. Our posterior simulation algorithm is implemented by the following Gibbs steps.

First, draw latent variables $w_{1i}$ and $w_{2i}$ given $\beta_{1i}, r_{1i}, \beta_{2i}, r_{2i}$.

Second, draw $\beta_{1i}, r_{1i}, \beta_{2i},$ and $r_{2i}$ given $V$. In this step, we adopt a random walk Metropolis-Hastings algorithm to draw individual-level parameters $\beta_{1i}, r_{1i}, \beta_{2i},$ and $r_{2i}$. The algorithm consists of two main iteration steps. At step $k$, we first sample proposed value $B_i$ by $B_i^{(k-1)} + h$, given $h$ from Normal $(0, s^2V)$, where $B_i$ denotes $\{\beta_{1i}, r_{1i}, \beta_{2i}, r_{2i}\}$ and $s$ is a predefined proportion constant. Then, move to $B_i$ with probability
\[ \alpha(B_i^{(k-1)}, B_i) = \min \left\{ \frac{\Pr(B_i) \text{Likelihood}(Y_i | B_i)}{\Pr(B_i^{(k-1)}) \text{Likelihood}(Y_i | B_i^{(k-1)})}, 1 \right\}, \]

and stay at \( B_i^{(k-1)} \) with probability \( 1-\alpha(B_i^{(k-1)}, B_i) \).

Finally, draw \( \Delta \) and \( V \) given \( \beta_{1i}, r_{1i}, \beta_{2i}, \) and \( r_{2i} \). Draw \( V \) from

\[ V | \beta_{1i}, r_{1i}, \beta_{2i}, r_{2i}, Z_i \sim \text{Inverted Wishart} \left( v_0 + n, V_0 + S \right), \]

where \( S = E'E, \quad E = B - Z\widetilde{\Delta} + (\widetilde{\Delta} - \overline{\Delta})' A(\overline{\Delta} - \overline{\Delta}), \quad \text{and} \quad \widetilde{\Delta} = (Z'Z + A)^{-1}(Z'B + A\overline{\Delta}). \quad \) Let \( V \) equal to its correlation matrix. Given \( V, \Delta \) can be drawn from

\[ \Delta | \beta_{1i}, r_{1i}, \beta_{2i}, r_{2i}, Z_i, V \sim \text{Normal}(\text{vec}(\Delta), V \otimes (Z'Z + A)^{-1}). \]

**Estimation Algorithm for Bivariate Response Model**

The prior specification of the competing model I is the same as proposed model except that the prior of \( \Sigma \) is assumed to follow an Inverted Wishart(\( \nu_0, \Lambda_0 \)). The posterior simulation of the bivariate response model is also similar to the proposed model except the following two steps. First, draw \( \beta_{1i}, r_{1i}, \beta_{2i}, \) and \( r_{2i} \) given \( V \) and \( \Sigma \). In this step, we move to \( B_i \) with probability

\[ \alpha(B_i^{(k-1)}, B_i) = \min \left\{ \frac{\Pr(B_i) \text{Likelihood}(Y_i | B_i, \Sigma)}{\Pr(B_i^{(k-1)}) \text{Likelihood}(Y_i | B_i^{(k-1)}, \Sigma)}, 1 \right\}, \]

and stay at \( B_i^{(k-1)} \) with probability \( 1-\alpha(B_i^{(k-1)}, B_i) \).

Second, draw \( \Sigma \) given \( \beta_{1i}, r_{1i}, \beta_{2i}, r_{2i}, w_{1i} \) and \( w_{2i} \). Equations (1) and (2) constitute a two-equation Seemingly Unrelated Regression (SUR) model (Zellner 1962), given \( \beta_{1i}, r_{1i}, \beta_{2i}, r_{2i}, w_{1i}, w_{2i}, \) and \( X_i \). For a SUR model, if \( \Sigma \) is assumed to follow an Inverted Wishart(\( \nu_0, \Lambda_0 \)), then its posterior follows an Inverted Wishart(\( \nu_0 + n, S + \Lambda_0 \)). \( n \) is the sample size, and \( S = E'E, \) where error terms, \( E, \) can be computed given \( \beta_{1i}, r_{1i}, \beta_{2i}, r_{2i}, w_{1i}, w_{2i}, \) and \( X_i \). Then, \( \Sigma \) is drawn by its posterior distribution. For identification purposes, the diagonal elements in
covariance matrix, $\Sigma$, need to be restricted to one. Hence the covariance matrix becomes the same as its correlation matrix, $\Psi = \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}$. 
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